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Fig. 1. Normal and roughness editing.We demonstrate several variants of material editing using our method. The top row shows different normal edits;
note that we drop the albedo channel due to the conflicts with the changing geometry. Our method still delivers a plausible appearance on the floor. In the
bottom row, we gradually increase the floor roughness from left to right.

In this supplemental document, we show qualitative results on mate-
rial editing, object removal and insertion, and relighting, expanding
the set presented in the main paper. We also include additional
examples from our quantitative evaluation.
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Fig. 2. Color editing A. We compare against two intrinsic-image methods: original RGB→X→RGB [Zeng et al. 2024] and intrinsic image diffusion [Kocsis
et al. 2024]. Our method enables precise manipulation of individual material properties while preserving identity and achieving seamless illumination
harmonization.

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.



IntrinsicEdit: Precise generative image manipulation in intrinsic space (Supplemental document) • 3

Input image Original RGB→X→RGBIntrinsicEdit (ours) Intrinsic image diffusion

Fig. 3. Color editing B. We compare against two intrinsic-image methods: original RGB→X→RGB [Zeng et al. 2024] and intrinsic image diffusion [Kocsis
et al. 2024]. Our method enables precise manipulation of individual material properties while preserving identity and achieving seamless illumination
harmonization. In the botom row, we observe that if the texture edit does not align with an existing object, our model interprets the edit as object insertion
and harmonizes accordingly.

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.



4 • Linjie Lyu, Valentin Deschaintre, Yannick Hold-Geoffroy, Miloš Hašan, Jae Shin Yoon, Thomas Leimkühler, Christian Theobalt, and Iliyan Georgiev

Input image Edit ground truth Original RGB→X→RGB Grounded-Instruct-Pix2Pix TurboEditIntrinsicEdit (ours) Intrinsic image diffusion

“”turn the white wall in the middle 
of the image red

“replace the left red wall with a blue wall”

“room with a [white→red] wall i
n the middle ”

“room with a [red→blue] wall on the left”

“turn the yellow tv frame on the wall pink”

“make the white bot in the middle of t
he image red top and blue bottom”

“studio with a [yellow→pink] tv 
frame on the wall”

“A [white→red-top and blue-bottom]
machine in the middle ”

“turn the white vase frame in 
the middle of the image red”

“turn the white wash basin  in the 
middle of the image orange”

“A [white→red]vase with flowers”

“A [white→orange] wash basin 
in the washroom”

Fig. 4. Synthetic color editing.We include additional results used in the quantitative evaluation on a synthetic dataset in the paper.

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.



IntrinsicEdit: Precise generative image manipulation in intrinsic space (Supplemental document) • 5

“tturn the white bottle in the 
middle of the image orange”

“turn the pink objects in the middle 
of the image yellow”

“A [white→orange] wine bottle
and a glass”

“[pink→yellow] objects”

“turn the white machine in the 
middle of the image red”

“turn the floor rough

“Several machines with a [white→red]
 machine in the middle”

“objects on a [specular→diffuse] floor ”

“turn the floor a mirror”

“turn the floor rough”

“objects on a [diffuse→specular] floor ”

“objects on a [specular→diffuse] floor ”
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Fig. 5. Synthetic color and roughness editing. We include additional results used in the quantitative evaluation on a synthetic dataset in the paper. The
top three rows show color editing, the bottom three rows show roughness editing.
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Fig. 6. Object removal A. We compare against original RGB→X→RGB [Zeng et al. 2024], Photoshop generative fill [Adobe Inc. 2024], and Stable Diffusion
XL inpainting [Stability AI 2023]. Without being specialized for this task, our method performs on par with or better than prior work. It demonstrates a
capability to automatically remove shadows and reflections in alignment with the object. Notably, in the third row, it successfully removes the shadow cast on
the nearby cup.
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Fig. 7. Object removal B. We compare against original RGB→X→RGB [Zeng et al. 2024], Photoshop generative fill [Adobe Inc. 2024], and Stable Diffusion
XL inpainting [Stability AI 2023]. Without being specialized for this task, our method performs on par with or better than prior work. It demonstrates a
capability to automatically remove shadows and reflections in alignment with the object. Particularly, in the challenging case in the last row, our method still
resolves multiple shadows after removal while previous methods fail.
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Fig. 8. Real-world object removal A.We include more results for the quantitative evaluation in the main paper of object removal on a real dataset.
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Fig. 9. Real-world object removal B. We include more results for the quantitative evaluation in the main paper of object removal on a real dataset.
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Fig. 10. Object insertion A. We compare against original RGB→X→RGB [Zeng et al. 2024] and existing object-insertion and intrinsic-based methods:
IntrinsicComp [Careaga et al. 2023], ZeroComp [Zhang et al. 2024], Anydoor [Chen et al. 2023], and Poisson cloning [Pérez et al. 2003]. For intrinsic-based
methods, we insert the object into the albedo channel. Despite not being specialized for this task, our approach better harmonizes the inserted object with the
rest of the scene.
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Fig. 11. Object insertion B. We compare against original RGB→X→RGB [Zeng et al. 2024] and existing object-insertion and intrinsic-based methods:
IntrinsicComp [Careaga et al. 2023], ZeroComp [Zhang et al. 2024], Anydoor [Chen et al. 2023], and Poisson cloning [Pérez et al. 2003]. For intrinsic-based
methods, we insert the object into the albedo channel. Despite not being specialized for this task, our approach better harmonizes the inserted object with the
rest of the scene.
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“Lighting from the right”

“Lighting from the right”

“Daytime lighting”

“Sunrise lighting”

“Sunset lighting”

“Calm light”

“Afertnoon lighting”

Fig. 12. Relighting A. We compare against original RGB→X→RGB [Zeng et al. 2024] relighting by changing the input irradiance. Our relighting handles the
new lighting condition more naturally and better preserves the identity of the scene content.
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“Sunset lighting”

“Warm sunlight”

“Kittchen light”

“Lighting from the right”

“Daytime lighting”

“Warm sunlight”

“Afternoon lighting”

Fig. 13. Relighting B. We compare against original RGB→X→RGB [Zeng et al. 2024] relighting by changing the input irradiance. Our relighting handles the
new lighting condition more naturally and better preserves the identity of the scene content.
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